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Background & Problem

How to design a watermarking method to resist the above attacks without 
compromising performance?
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(𝐛 = sigmod(1𝐰𝐊)where and 𝐊 is a secret matrix.

Forging Attacks: The adversary generates b! and optimizesK!under
frozen model parameters via min

K!
ℒ" +𝜆()𝐛, 𝐛!).

Overwriting Attacks: The adversary attempts to overwrite the original
watermark by embedding a counterfeit one via min

#
ℒ" +𝜆ℒ$()𝐛, 𝐛!).

Fine-tuning Attacks: The adversary aims to fine-tune the model to
remove the original watermark.

Pruning Attacks: The adversary attempts to remove the original
watermark by parameter pruning.
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Background & Problem

Forging Attacks: The adversary generates b! and optimizesK!under
frozen model parameters via min

K!
ℒ" +𝜆()𝐛, 𝐛!).

Overwriting Attacks: The adversary attempts to overwrite the original
watermark by embedding a counterfeit one via min

#
ℒ" +𝜆ℒ$()𝐛, 𝐛!).

Fine-tuning Attacks: The adversary aims to fine-tune the model to
remove the original watermark.

Pruning Attacks: The adversary attempts to remove the original
watermark by parameter pruning.

Average Pooling：Resist fine-tuning and pruning attacks

Hashed  Watermark Filter：Resist forging and overwriting attacks

What is Hashed Watermark Filter?
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(𝐛 = sigmod(1𝐰𝐊)where
and 𝐊 is a secret matrix.
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Hashed Watermark Filter
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(𝐛 = sigmod(1𝐰𝐊)where and 𝐊 is a secret matrix.

Forging Attacks: The adversary generates b$ and optimizes K$under
frozen model parameters via min

K!
ℒ" +𝜆((𝐛, 𝐛$).

Overwriting Attacks: The adversary attempts to overwrite the original
watermark by embedding a counterfeit one via min

!
ℒ" +𝜆ℒ#((𝐛, 𝐛$).

Gradient obfuscation: 𝐛 = HASH(𝐊) or  𝐛 = HASH 𝐊 | 𝐶)

Embedding isolation: Using 𝐛 to select embedding parameters

Hashed  Watermark Filter
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NeuralMark
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𝐛 = HASH(𝐊) or  𝐛 = HASH 𝐊 | 𝐶)Generation:
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Analysis

Necessity of Hashed Watermark Filter

Security Boundary Analysis

当 n=256 时，若水印检测率 𝜌 ≥ 88.29% ，则该结果由伪造导致的概率小于 1/2128。

𝐛 = 0 1𝐰 = 0.3 -0.2 0.5 -0.1 #𝐰 = −0.2 0.5
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Experiments: Fidelity Evaluation
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Experiments: Robustness Evaluation

Overwriting Attacks

Forging Attacks
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Experiments: Robustness Evaluation

Pruning Attacks

Fine-tuning Attacks 
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Experiments: Analysis

Parameter Distribution Performance Convergence 

Filtering Rounds 
Training Efficiency
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Paper: https://arxiv.org/pdf/2507.11137

Code: https://github.com/AIResearchGroup/NeuralMark
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